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A B S T R A C T   

Previous research focused on differences between interacting with a person-controlled avatar and a computer- 
controlled virtual agent. This study however examines an aspiring form of technology called agent representa
tive which constitutes a mix of the former two interaction partner types since it is a computer agent which was 
previously instructed by a person to take over a task on the person’s behalf. In an experimental lab study with a 2 
× 3 between-subjects-design (N = 195), people believed to study either together with an agent representative, 
avatar, or virtual agent. The interaction partner was described to either possess high or low expertise, while 
always giving negative feedback regarding the participant’s performance. Results show small but interesting 
differences regarding the type of agency. People attributed the most agency and blame to the person(s) behind 
the software and reported the most negative affect when interacting with an avatar, which was less the case for a 
person’s agent representative and the least for a virtual agent. Level of expertise had no significant effect and 
other evaluation measures were not affected.   

1. Introduction 

Software systems are growing in sophistication and autonomy 
(Hancock, 2017) allowing users to delegate complex tasks that hereto
fore would have required human oversight (Gogoll and Uhl, 2018; 
Mosier et al., 1997). Against this background, a new field of application 
receives growing attention – computer agents that act autonomously on 
the behalf of their users, representing their user’s interests in in
teractions with other people (de Melo et al., 2018). These so-called agent 
representatives constitute a new combination of computer- and 
person-controlled interaction partner. Their actions are controlled by a 
computer program, not a person, but follow previously given in
structions to represent a person in a certain situation. An example would 
be Google Duplex, a phone call system which schedules appointments on 
behalf of a person using a natural human-sounding voice (Leviathan and 
Matias, 2018). Agent representatives potentially lead to a blurring of 
borders between the categories person and computer, which this study 
aims to shed further light on. 

Previous research in this field has predominantly focused on the 
different effects of person-controlled avatars compared to computer- 

controlled virtual agents (Blascovich et al., 2002; Gallagher et al., 
2002; Gazzola et al., 2007; Lucas et al., 2014; von der Pütten et al., 
2010). With agent representatives, which constitute a mix of computer 
and human agency, new research questions arise. For example, whether 
people instruct their representatives to act differently than they them
selves might act (de Melo et al., 2018; Mell et al., 2018). One question 
that has not been sufficiently addressed yet is how people assign blame 
when the feel mistreated by another’s agent representative, and 
particularly whether they differentiate between the instructing person 
and the agent following the person’s instructions. 

Attributions of blame are shaped by a variety of factors including 
whether the actor has full agency over a potentially blameworthy act 
(Kelley and Michela, 1980). In case of an avatar, which is controlled in 
real time by a person who possesses full agency and acts 
intention-driven, the attribution of blame should clearly be targeted at 
the person in control of the avatar. Agent representatives, however, 
function as third party-representatives acting on a certain person’s 
previously given instructions which may lead to a deflection of blame 
(Bivins, 2006; Royzman and Baron, 2002). In contrast to other virtual 
agents, a specific person with agency and intentions gave instructions to 
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an agent representative so that it may represent this person and their 
intentions. Thus, the behavior should be perceived as more intentional, 
even though transferred, compared to that of a classic virtual agent 
which is solely controlled by a computer program. The aim of this study 
is therefore to examine whether and to what extend blame is attributed 
differently when interacting with an impolitely behaving avatar, virtual 
agent, or agent representative. 

In addition to the agency of the interaction partner, also their 
expertise may substantially influence how the content is perceived and 
how people react to it (Bannister, 1986; Graefe et al., 2018). Someone 
with a similar level of expertise might be perceived as an ally (Nass et al., 
1996; Wilson et al., 1965) from whom impolite, negative feedback 
might be perceived as hostile. Since people generally appear to be more 
convinced by and receptive to a source with high expertise, negative 
feedback by an expert in a tutoring role is probably perceived more 
appropriate and thus more positive than coming from a source with low 
expertise (Berlo et al., 1969; Dijks et al., 2018; Fogg, 2002; Hovland 
et al., 1953; Krämer et al., 2017). In general, these insights are adapted 
by attributing high education or the role of a teacher to computers to 
make them more influential (Fogg, 2002). Besides this conscious at
tempts to enhance perceived expertise, artificial entities are generally 
presumed to be highly expert, credible, and authoritative (Burgoon 
et al., 2000; Fogg and Tseng, 1999; Graefe et al., 2018; Horstmann and 
Krämer, 2019; Nourani et al., 2020). Therefore, the interaction partner’s 
type of agency (avatar, virtual agent, or agent representative) may 
interact with its level of expertise, which is why expertise is further 
included as an influencing factor in this study. 

1.1. Research aim 

Examining the circumstances of attribution processes in human- 
computer interaction will lead us to a deepened understanding of how 
people perceive and react to machines which increasingly blur the 
borders between humans and machines. This ultimately holds valuable 
insights for the design and potential future applications of these kinds of 
technologies. Against this background, the overarching research aim of 
this study is to examine whether impolite, negative feedback is 
perceived differently when presented by a computer-controlled but 
person-instructed agent representative compared to a person-controlled 
avatar and a computer-controlled virtual agent. Particularly, the ques
tion is how blame is attributed in interactions with agent representatives 
which may cause a greater blurring of boundaries between the cate
gories human and computer compared to the other two types of agency. 
Furthermore, level of expertise is considered as a potential influencing 
factor given that computers are typically perceived as experts. 

2. Theoretical background 

2.1. Type of agency: Person-controlled avatar vs. computer-controlled 
virtual agent 

An extensive body of research is concerned with the differences and 
similarities of interacting with a human versus a computer interaction 
partner (Krämer et al., 2012). This is underlined by a bill that has gone 
into effect in California in 2019 stating that people need to be informed 
about whether they are communicating with an artificial or human 
identity (S.B.-1001 Bots: disclosure, 2019). On the one hand, several 
studies showed that people react in a fundamentally social way towards 
interactive media (Nass and Moon, 2000), e.g., by showing politeness 
(Hoffmann et al., 2009; Nass et al., 1999) or responding to flattery (Fogg 
and Nass, 1997). This phenomenon of people applying social norms 
when interacting with media is described by the media equation theory 
(Reeves and Nass, 1996) and was tested with interactive computers 
(Nass and Moon, 2000), smartphones (Carolus et al., 2019), robots 
(Eyssel and Hegel, 2012; Horstmann et al., 2018; Lee et al., 2005), and 
virtual agents (Hoffmann et al., 2009; Kang et al., 2008). Research 

further showed that telling people that they will be interacting with an 
avatar (defined as virtual representation of a human) or agent (described 
as autonomous computer-controlled agent) leads to few or no significant 
evaluation or behavioral differences (Krämer et al., 2017; von der Pütten 
et al., 2010). Generally, interactions with humans and computers share 
many similarities. Accordingly, theories from human-human in
teractions may work as valuable framework when examining in
teractions with artificial entities (Krämer et al., 2012). 

On the other hand, there are also differences between people’s in
teractions with machines and humans (Krämer et al., 2012), which 
several studies show (Bartneck et al., 2005; Blascovich et al., 2002; 
Gallagher et al., 2002; Gazzola et al., 2007; Lucas et al., 2014; Rose
nthal-von der Pütten et al., 2014). According to Blascovich (2002), 
people only respond socially to a person or an avatar controlled by a 
person. A virtual agent controlled by a computer would not elicit social 
responses unless the agent is not distinguishable from an avatar (Blas
covich, 2002). 

According to the attribution theory, people interpret others’ 
behavior in terms of its causes, which then affects people’s reactions 
towards it (Kelley and Michela, 1980). Causes can be divided into in
ternal causes which are located “inside” the person (e.g., attitudes and 
dispositions) and external causes which are located “outside” the person 
(e.g., peer pressure and situational forces; Kelley, 1973; Kelley and 
Michela, 1980). Responsibility for a behavior is further connected to 
agency – when a person possesses adequate agency to do something, 
then this person is responsible for the outcomes of their actions 
(Coeckelbergh, 2020). However, other factors such as voluntariness, 
foreknowledge, and intention need to be considered as well (Coeck
elbergh, 2020; Fischer and Ravizza, 1998; Mao and Gratch, 2003; 
Weiner, 1995). Against this background, the question arises whether 
people react differently to their interaction partner’s actions when they 
are aware that they are interacting with a computer program compared 
to a person. To examine those differences is pivotal since artificial 
interaction partners are becoming increasingly prevalent. Due to the 
broad range of design variations of artificial entities’ appearance and, 
even more so, behavior, research is needed to better understand users’ 
reactions to different forms of artificial entities in order to provide 
valuable guidelines for designers and developers. 

For instance, results of a meta-analysis by Fox et al. (2015) lead to 
the conclusion that in social situations avatars are more influential than 
agents. In this vein, people performed significantly worse on a task in the 
presence of human-controlled avatars compared with 
computer-controlled agents (Blascovich et al., 2002). In a different 
study, people reported more comfort negotiating with a computer pro
gram which was evaluated more cooperative and punished less than a 
human opponent (Gratch et al., 2016). This research suggests that 
challenging situations are perceived more negatively with a 
person-controlled avatar compared to a computer-controlled agent 
present (Blascovich et al., 2002; Gratch et al., 2016). Since computer 
agents usually act in a very polite way (Sayin and Krishna, 2019), there 
is not much knowledge about how people would perceive and react to an 
impolitely acting one. And more particularly, how the perception and 
reaction would differ from or resemble how people react to an impolite 
person. 

In general, it is a fundamental human need to form interpersonal 
attachments and not to be rejected or excluded by others (Baumeister 
and Leary, 1995). This leads to the assumption that receiving harsh, 
negative feedback from another person versus a computer agent has 
more detrimental effects on a person’s state of mood. In line with that, 
feelings of embarrassment are also enhanced when interacting with a 
person via their avatar and diminished when interacting with a com
puter agent (Bartneck et al., 2010; Choi et al., 2014). Furthermore, 
volition and intentions are rather attributed to humans than machines 
which are perceived as being restricted to their programming (Banks, 
2019; Bigman and Gray, 2018; Malle and Knobe, 1997). According to 
the attribution theory, aggressive negative actions need to be perceived 
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as being executed with intention in order for the actors to be blamed for 
them (Kelley, 1973; Kelley and Michela, 1980; Malle et al., 2001; Malle 
and Knobe, 1997). As a consequence, we assume that people rather 
attribute blame to a human-controlled than to a computer-controlled 
interaction partner. Against this background, the following hypothesis 
is formulated: 

H1. An avatar leads to a) a greater sense of agency, b) a greater amount of 
blame attribution, and c) a more negative affect compared to a virtual agent 
when giving negative feedback. 

2.2. Type of agency: Agent representative vs. avatar and virtual agent 

With the immense advancement of virtual agent technologies 
becoming increasingly reliable as well as autonomous (Hancock, 2017), 
a new hybrid form of virtual interaction partner is emerging. An agent 
representative is an autonomous computer agent which can be instruc
ted to represent a certain person in a certain situation. On several oc
casions people may need representation. This could be a lawyer, a real 
estate broker, or just another person who conveys their interests to 
others when they cannot be present themselves (Mell et al., 2018). Agent 
representatives are supposed to take over these tasks instead of humans. 
They act autonomously in the situation in a sense that they are not 
controlled in real-time by the person they are representing. However, 
they follow previously given instructions by this person on how to act on 
this person’s behalf, i.e., in accordance with the person’s intentions, 
motivations, beliefs, and attitudes. Unlike an avatar, which can be 
defined as real-time representation of a person, an agent representative 
would not reproduce the actual behavior of a person in that moment. 
Instead it acts autonomously in the interest of a person based on their 
previously given instructions. Of course, every virtual agent was pro
grammed by a person or a group of persons at some point and here 
research showed that people do not think of the programmer when 
interacting with a computer (Nass and Moon, 2000; Sundar and Nass, 
2000). However, with an agent representative the clear emphasis lays on 
representing a certain person and their intentions. This is different to the 
presence of some abstract, distant programmer. An agent representative 
will be introduced as representing a specific person, which should put 
more focus on this person compared to the usual programmer. 

Popular examples for agent representatives are automated phone call 
or bidding systems (well-known from the Internet auction platform 
eBay) as well as automated negotiators and self-driving cars (de Melo 
et al., 2018). An agent representative can help people save time (de Melo 
et al., 2016) and, unlike a human, does not get tired or bored (Fox et al., 
2015). No personal beliefs, attitudes, intentions, or norms would inter
fere with the agent’s behavior, which should result in a controllable and 
reliable representative. 

When people start to interact through an agent representative soft
ware with others, the borders between human and computer interaction 
partner become even blurrier. Against this background, the question 
arises whether the agent representative is perceived to possess agency 
and whether it or the person who instructed it is perceived responsible 
for its behavior. To tackle this question before introducing this tech
nology on a large scale is crucial since it entails relevant questions of 
accountability and liability. This gains even greater relevance in case of 
unpleasant or undesirable behavior. Virtual agents often occupy service 
positions and thus are expected to comply to social norms like politeness 
(Sayin and Krishna, 2019). However, in case of the representation sit
uation, a person could also instruct the agent to be tough, rude, or even 
mean. In accordance with the attribution theory (Kelley, 1973; Kelley 
and Michela, 1980), the instructing person should be blamed for any 
negative interactional behavior of the agent since the agent represen
tative only acts upon this person’s behalf and naturally has no own will. 

Here, it needs to be considered that the agent representative func
tions as intermediary and thus attribution of agency and intentionality 
might not be as clear as with an avatar. An avatar immediately replicates 

the person’s intentions in real-time. In contrast, agent representatives 
only transfer a person’s intentions as far as they were instructed. Thus, 
there is a time delay and possibly not all situational aspects are 
considered. As a consequence, blame for negative behavior may be 
deflected (Bivins, 2006; Royzman and Baron, 2002). 

Nevertheless, an agent representative should still be perceived to act 
with more agency and to deserve more attribution of blame in case of 
negative behavior than a virtual agent. With an agent representative the 
feedback would indirectly come from a person and people dislike hos
tility by others (Baumeister and Leary, 1995). Thus, when people take 
into account that someone had time to think about what to say and how 
to act through the agent representative, they probably attribute more 
intention followed by blame to it compared to when their interaction 
partner’s behavior is determined by some abstract, autonomous com
puter program. Based on these theoretical deliberations, the following is 
hypothesized: 

H2. An avatar compared to an agent representative and an agent repre
sentative compared to a virtual agent leads to a) a greater sense of agency, b) 
a greater amount of blame attribution, and c) a more negative affect when 
giving negative feedback. 

2.3. Level of expertise: High vs. low expertise 

Negative feedback is perceived differently depending on the source’s 
characteristics, such as expertness, credibility (Hovland et al., 1953), 
authority (Fogg, 2002), and qualifications (Berlo et al., 1969). Whether 
a person is perceived as qualified, credible source depends on whether 
they are portrayed, for instance, as trained, experienced, important, 
educated, or expert (Berlo et al., 1969). In general, expertness is seen as 
a very important determent for source credibility (Fisher et al., 1979; 
Graefe et al., 2018; Hovland et al., 1953). A study by Bannister (1986) 
further showed that people are more satisfied with negative feedback 
provided by an experienced and knowledgeable person than a young 
and unexperienced one (Bannister, 1986). This goes in line with findings 
by Hovland et al. (1953), which show that feedback from a source with 
high expertness and trustworthiness is evaluated more favorable and 
also has a stronger persuasive effect on people. Nass et al. (1996) were 
able to show that even electronic devices labeled as specialists are 
perceived more credible than devices labeled as generalists. Thus, to 
make computers more influential, names are chosen that suggests higher 
education or an authoritarian role (e.g., “WinDoctor”; Fogg, 2002). 

Other research has focused on using computer programs in form of 
peer learning agents with similarly low expertise to promote collabo
rative learning (Chan and Baskin, 1988; Kersey et al., 2010; Vizcaíno, 
2005). A peer study partner with a low level of expertise should be ex
pected to be less authoritarian (Fogg, 2002) and to rather support their 
partner in acquiring more knowledge together (Cha et al., 2014; Nass 
et al., 1996; Wilson et al., 1965). Consequently, people will likely expect 
cooperative and not degrading behavior from a study partner with a low 
level of expertise. Solely harsh, negative feedback should then nega
tively violate these expectations, causing detrimental communication 
and relationship outcomes (Burgoon and Hale, 1988). 

Summing up, negative feedback provided by a tutor with a high level 
of expertise should be more convincing as well as acceptable than pro
vided by a peer study partner with a low level of expertise (Bannister, 
1986; Hovland et al., 1953). Consequently, less blame should be 
attributed to the expert since the expert’s feedback is more convincible 
and thus rather accepted as being true and appropriate than the study 
partner’s feedback (Fisher et al., 1979; Hovland et al., 1953). Moreover, 
in contrast to the expert tutor, the peer study partner could be expected 
to help and support the participant like a team member (Nass et al., 
1996; Wilson et al., 1965). When this expectation is violated with mean 
and non-supportive comments regarding the participant’s performance 
(Burgoon and Hale, 1988), this should negatively affect people’s mood. 
This should be less the case with an expert interaction partner. 
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Consequently, the following hypothesis is formulated: 

H3. A low expert peer study partner leads to a) a greater amount of blame 
attribution and b) more negative affect compared to a high expert tutor when 
giving negative feedback. 

2.4. Interaction effects of type of agency and level of expertise 

The level of expertise might play a greater role when a person 
compared to a computer is involved in the interaction. Modern inter
action technologies are generally expected to be performance-oriented 
(e.g., efficient, reliable, and precise; Arras and Cerqui, 2005; Ezer 
et al., 2009) and perceived as more credible, expert (Graefe et al., 2018), 
and influential (Burgoon et al., 2000) than human partners. People 
appear to attribute credibility to media by conferring impressions of 
authoritativeness and expertise on them (Burgoon et al., 2000). In other 
words, people presume that artificial entities have expertise and are 
trustworthy (Fogg and Tseng, 1999; Graefe et al., 2018; Horstmann and 
Krämer, 2019; Nourani et al., 2020). Moreover, the human peer study 
partner probably rather resembles an ally than the expert or the com
puter interaction partners. A human expert or computer program might 
be perceived to just react to poor performance on a professional level. 
Harsh feedback by a human peer study partner might feel more like a 
personal attack, maybe even betrayal. Thus, when a person which is 
expected to have a low level of expertise and to help as an equal study 
partner gives negative feedback, this might lead to a greater attribution 
of blame and more negative affect than a computer-controlled or expert 
interaction partner. Therefore, to examine possible interaction effects of 
the type of agency and level of expertise, the following hypothesis is 
postulated: 

H4. An avatar controlled by a person with a low level of expertise leads to 
a) a greater attribution of blame and b) more negative affect compared to 
expert or computer-controlled interaction partners when giving negative 
feedback. 

In addition to state of mood and blame attribution, the evaluation of 
the interaction partner and the interaction in general as well as further 
contact intentions should also be affected by the interaction partner’s 
type of agency and level of expertise. Negative feedback from a person, 
in contrast to a computer program, should rather be perceived as social 
and/or relational hostility (Baumeister and Leary, 1995). The feedback 
should further be more accepted coming from a tutor with high expertise 
than a peer study partner with low expertise (Bannister, 1986; Hovland 
et al., 1953). Since computers are generally perceived as credible and 
expert (Fogg and Tseng, 1999; Graefe et al., 2018; Nourani et al., 2020), 
type of agency and level of expertise should interact with each other. A 
person with low expertise providing feedback through an avatar should 
be evaluated worse than a) an expert perceived to act merely profes
sionally, b) an agent representative with psychological distance to the 
person who instructed the agent (de Melo et al., 2018), and c) a virtual 
agent which acts upon its programming. Consequently, the following is 
hypothesized: 

H5. An avatar controlled by a person with a low level of expertise leads to a 
more negative evaluation of a) the interaction partner and b) the interaction 
as well as to c) less future contact intentions compared to expert or computer- 
controlled interaction partners. 

3. Method 

An experimental 3 (type of agency: avatar vs. virtual agent vs. agent 
representative) x 2 (level of expertise: high vs. low) between-subjects 
design was applied for this laboratory study. Participants were 
randomly assigned to one of the six conditions. The local ethics com
mittee approved the study and written informed consent was obtained. 

3.1. Sample 

Results of an a priori power analysis using G*power 3.1 software 
(based on 95% power and a medium effect size of f2 = 0.15; Cohen, 
1988; Wullenkord et al., 2016) recommended a sample size of 194 
participants. In total, 201 individuals participated in the study, 98 in the 
USA and 103 in Germany. Six of the data sets had to be excluded from all 
calculations because the respective subjects failed both manipulation 
checks and generally showed severe signs of inattention. Of the 
remaining 195 participants, 94 participated in the study in the USA and 
101 in Germany. Comparing the US and the German sample, there were 
no significant differences regarding the dependent variables (except the 
interaction partner’s social attractiveness, F(1, 193) = 4.80, p = .030, 
ηp

2=.02). Consequently, the two subsamples are combined to one and the 
country was not included as additional factor for the following analyses. 

102 participants were male and 93 were female with an average age 
of 34.80 years (SD = 13.16; range: 18 to 70). Regarding education, most 
participants hold a high school or equivalent degree (76; 39%), a 
bachelor’s degree (70; 35.9%), or a master’s degree (27; 13.8%). Most 
participants further stated either to be a student (72; 36.9%), employed 
full-time (52; 26.7%) or part-time (32; 16.4%), unemployed (14; 7.2%), 
or self-employed (10; 5.1%). 

3.2. Experimental procedure 

First, a cover story was presented to the participants which explained 
that the study’s purpose was to examine and compare the effectiveness 
of two different learning methods - one would be tutorial YouTube 
videos, the other one classic school textbooks. All participants were 
further told that they were randomly assigned to the tutorial video 
condition and that they will be given time to study, either with a high or 
low expertise study partner, before their knowledge will be tested in a 
final exam. As an incentive, participants were told that the person with 
the highest exam score will receive a monetary price. The study time 
with a study partner was justified by the study’s aim to replicate an 
actual learning situation as closely as possible. It was argued that people 
often study with a tutor (high expertise) or peer (low expertise) to 
prepare for an important exam. It was further explained that to have a 
person present at the lab for all the experiments would however cost a 
lot of time and money, which is why an avatar/virtual agent/agent 
representative software was used. Please see the online supplementary 
material for more details regarding the experimental manipulations of 
the level of expertise and type of agency. 

After the cover story was explained, written informed consent was 
obtained and participants were asked to read another description of the 
study’s aim and procedure. Thus, the cover story was presented to the 
participants orally as well as in written form. Participants in the agent 
representative condition were further asked to complete one small task 
before starting with the actual experiment to reinforce the manipula
tion. Allegedly, since the agent representative software is still in 
development and data is always needed, it would help if all participants 
would enter a few instructions for an agent representative. They were 
asked to imagine a study situation, where they would send an agent 
representative in their place. Particularly, they were asked to enter three 
exemplary sentences for the agent representative to say to their student/ 
study partner along with instructions when to say it so that they would 
feel adequately represented. 

All participants then started with some pre-questionnaires assessing 
their demographical and technological background, followed by the 
tutorial video about the processes of the water cycle. The experimenter 
left the room to avoid distractions and participants were asked to ring a 
bell after they watched the video. The experimenter then came back and 
switched on a TV, via which the study session with their interaction 
partner Brad (Fig. 1) would take place. At this point it was made sure 
that participants were aware with whom or what they were going to be 
interacting with (avatar, virtual agent, or agent representative as well as 
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high or low expertise study partner). For this purpose, they were asked 
to explain to the experimenter in their own words what they were told 
about their interaction partner. If necessary, participants were corrected 
so that all of them had a clear understanding. After the manipulations 
were reinforced this way, it was explained that the interaction partner 
would initiate the conversation. During the interaction, the virtual agent 
Brad was controlled by the experimenter. By using a webcam installed 
above the TV, the experimenter was able to see and hear the participant 
in order to let Brad respond accordingly (wizard of oz design; see 
Dahlbäck et al., 1993). 

The interaction started with Brad introducing himself and explaining 
that this would be like a practice quiz. Brad then asked 30 questions 
regarding the content of the tutorial video. Based on the results of a 
pretest, questions were chosen that were purposely very hard to answer 
as well as open-ended and vague. This way, participants would have a 
hard time being certain whether their answer is completely right. For 
instance, it was asked about minor details or a listing of aspects 
mentioned in the video (e.g., “What is the name of the aquifer mentioned 
in the video?”; “How many and what kinds of movements of water are 
mentioned in the video?”). After every two or three questions, Brad gave 
some harsh negative feedback regarding the participant’s general per
formance, regardless of how the participant answered (e.g., “You still 
need a lot of practice. Right now, you have no chance compared to the 
others.”). Whenever a participant took a very long time to answer or just 
stopped answering, Brad would say “Just answer the question”. After 
Brad was done with all questions, he stated “Okay. Well, I’m done with 
my preparation questions. This was a torture. Good luck with the final 
exams. You will need it. Bye.”. The complete interaction script can be 
viewed in the online supplementary material. After the interaction with 
Brad, a different computer voice told the participant to go back to the 
laptop to continue with the final exam and afterwards some question
naires rating Brad and their interaction with Brad. After participants 
rang the bell at the end, the experimenter returned, debriefed the par
ticipants, and compensated their time either with course credits or 
money. 

3.3. Measurements 

All self-constructed as well as adapted scales and items can be found 
in the online supplementary material. 

3.3.1. Sense of agency 
The interaction partner’s perceived agency was assessed with the 

Sense of Agency Scale (Tapal et al., 2017; 11 items; e.g., “Brad is in full 
control of what Brad does.”; 1 = “strongly disagree” to 5 = “strongly 
agree”; α = 0.79) 

3.3.2. Attribution of blame 
It was assessed to what extent (1 = “strongly disagree” to 5 =

“strongly agree”) participants attribute blame to themselves (2 items; e. 
g., “I am responsible for the mistakes I made during the practice test.”; ρ 
= 0.41), to the software (2 items; e.g., “The avatar/virtual agent/agent 
representative software is to blame for the mistakes I made during the 
practice test.”; ρ = 0.54), or to the person(s) behind the software (2 
items; e.g., “I would not have made so many mistakes during the practice 
test if it was not for the person(s) behind the avatar/virtual agent/agent 
representative software.”; ρ = 0.72). Person(s) behind the software was 
not further defined for the participants so that they could apply this to 
the person(s) they may have suspected to have an influence on their 
interaction partner’s behavior. 

3.3.3. State of mood 
Participants reported on their emotional state right after the inter

action using the Positive Affect Negative Affect Scale (PANAS; Watson 
et al., 1988; 1 = “very slightly or not at all” to 5 = “extremely”), which is 
divided into measuring positive affect (10 items; e.g., “excited”; α =
0.89) and negative affect (10 items; e.g., “distressed”; α = 0.85). 

3.3.4. Evaluation of the interaction partner Brad 
Participants answered the task attractiveness subscale (5 items; e.g., 

“Brad would be a poor problem solver.”; α = 0.80) and the social 
attractiveness subscale (5 items; e.g., “I think Brad could be a friend of 
mine.”; α = 0.81) of the Interpersonal Attractiveness Scale (McCroskey 
and McCain, 1974; 1 = „strongly disagree“ to 5 = „strongly agree“). 
Moreover, 27 items subtracted from several person, robot, and agent 
evaluation scales (Bartneck et al., 2009; Bente et al., 1996; Carpinella 
et al., 2017; Fogg and Tseng, 1999; Lea and Spears, 1992; McCroskey 
and Young, 1981; von der Pütten et al., 2010) were used to have par
ticipants evaluate their interaction partner’s likeability (e.g., “cold – 
warm”; α = 0.94), competence (e.g., “incapable – capable”; α = 0.89), 
and human-likeness (e.g., “unemotional – emotional”; α = 0.51) on a 
5-point semantical differential. The theoretical constructs were verified 
via factor analysis. 

3.3.5. Interaction evaluation 
Adapted versions of the Evaluation (4 items; e.g., “I was enjoying the 

interaction with Brad.”; α = 0.84) and Expectedness (4 items; e.g., “The 
behavior of Brad was as I expected it to be.”; α = 0.79) subscales were 
used based on Burgoon and Walther (1990; 1 = „strongly disagree“ to 5 
= „strongly agree“). Two self-constructed items were added to assess the 
perceived appropriateness of behavior (e.g., “Brad is behaving in a way 
that fits the situation”; α = 0.70). 

Fig. 1. Left: low expertise peer study partner; right: high expertise tutor.  
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3.3.6. Contact intentions 
Participants were asked to what extent they would like to interact 

with their interaction partner again in the future (Eyssel et al., 2011; e. 
g., “I would like to talk to Brad more.”; 1 = “strongly disagree” to 
5=“strongly agree”; α = 0.95). 

3.3.7. Further assessments 
Participants’ age, sex, educational level, current employment or 

training status, and race(s) they identify with were assessed. Further
more, people’s locus of control when using technology (Beier, 1999), 
their technical affinity (Karrer et al., 2009), perceived psychological 
safety (Baer and Frese, 2003; Edmondson, 1999), how helpful they 
perceived the feedback (Krämer et al., 2017), who they would prefer as 
future study partner, and feedback for their interaction partner were 
assessed but not analyzed for this paper. 

3.3.8. Manipulation checks 
At the end of the questionnaire, participants were asked to state via 

free text input with what kind of interlocutor they were told to be 
interacting with and what kind of expertise they were told that their 
interlocutor has. Then, participants were asked again via forced-choice 
in two steps: first, whether they were told to be interacting with another 
person, visually represented by an avatar, or a computer program. In 
case of a computer program, they were further asked whether an agent 
representative or virtual agent software was described to them. For level 
of expertise, participants chose between tutor with high expertise or 
peer study partner with a low expertise. Participants always had the 
option to choose “I would have to guess”. 

4. Results 

Post-hoc power analyses were computed using G*Power 3.1 with the 
actual sample size of 195 subjects. The statistical power for this study 
was 0.41 for detecting a small effect (f2 = .02) and exceeded 0.99 for a 
medium effect (f2 = .15) as well as for a large effect (f2 = .35; Cohen, 
1988). Consequently, more than adequate statistical power was reached 
for medium to large effect sizes, but less than adequate power for a small 
effect size. Extensive descriptive statistics can be found in the online 
supplementary material. 

4.1. Manipulation checks 

Regarding the type of agency, in a first step, 185 participants were 
able to recall correctly whether it was a person-controlled avatar or 
computer-controlled agent they were told to be interacting with, 15 
recalled wrong. In the second step, another 11 participants were not able 
to name the exact correct type of computer-controlled agent, i.e., 
whether it was a virtual agent or an agent representative. Regarding 
expertise, 188 participants reported the right level of expertise (high or 
low), while 12 failed to name the right level. 

4.2. Sense of agency, attribution of blame and negative affect 

To test hypotheses H1 to H4, a multivariate analysis of variance 
(MANOVA) was calculated with type of agency and level of expertise as 
factors and agency, blame attribution, and affect as dependent variables. 
The first hypothesis postulates that a virtual agent giving negative 
feedback leads to a) lower perceived agency, b) lower amount of blame 
attribution, and c) a less negative affect compared to an avatar. Ac
cording to hypothesis H2, an avatar compared to an agent representative 
and an agent representative compared to a virtual agent causes a) lower 
perceived agency, b) lower amount of blame attribution, and c) less 
negative affect when giving negative feedback. Using Pillai’s trace, there 
was a significant effect of type of agency on sense of agency, blame 
attribution, and affect, V = 0.13, F(12, 370) = 2.08, p = .017. 

For hypothesis H1, multiple comparisons with Turkey’s HSD test 

revealed on a marginally significant level that interacting with an avatar 
compared to a virtual agent leads to a greater sense of agency, p = .058, 
and a greater amount of blame attributed to the person(s) behind the 
software, p = .076 (see Table 1). However, pervading all conditions, the 
descriptive values for attributing blame to oneself are notably higher 
than for attributing blame to the software or to the person(s) behind the 
software (see Table 1). Furthermore, the avatar causes significantly 
more negative affect than the virtual agent, p = .019. Please see Fig. 2 for 
an overview of the relevant results regarding the interaction partner’s 
type of agency. Based on the results, hypothesis H1a, H1b, and H1c are 
partly supported. 

For hypothesis H2, the multiple comparisons with Turkey’s HSD test 
showed that an avatar compared to a person’s agent representative leads 
to a significantly greater sense of agency, p = .017, no significant dif
ference regarding the attribution of blame to the person(s) behind the 
software, p = .329, and on a marginally significant level to a more 
negative affect, p = .080 (see Table 1 and Fig. 2). Between agent 
representative and virtual agent, no significant differences were found 
regarding agency, p = .898, attribution of blame, p = .726, and negative 
affect, p = .835. Consequently, H2a is partly supported, H2b is not 
supported, and H2c is partly supported. 

Hypothesis H3 considers an effect of level of expertise whereby a 
high expertise is assumed to lead to a) a lower amount of blame 
attributed to the interaction partner and b) less negative affect compared 
to low expertise. According to Pillai’s trace, there was no significant 
effect of level of expertise on attribution of blame and affect, V = 0.04, F 
(6, 184) = 1.41, p = .214. Therefore, H3 a) and b) are not supported. 

According to hypothesis H4, a higher type of agency combined with a 
lower level of expertise causes a) a higher amount of blame attributed to 
the interaction partner and b) more negative affect compared to a low 
type of agency and low level of expertise. Pillai’s trace also shows no 
significant effect of the interaction of type of agency and level of 
expertise on attribution of blame and affect, V = 0.08, F(12, 370) = 1.30, 
p = .216. This leads to the conclusion that H4 a) and b) need to be 
rejected. 

4.3. Interaction partner and interaction evaluation as well as future 
contact intentions 

The fifth and last hypothesis (H5) assumes an influence of the 
interaction partner’s type of agency and level of expertise on partici
pant’s evaluation of a) the interaction partner and b) the interaction as 
well as on c) their intentions to have further contact. To test this hy
pothesis, another MANOVA was calculated. Using Pillai’s trace, there 
was no significant main effect of the type of agency, V = 0.09, F(16, 
366) = 1.08, p = .375, and level of expertise, V = 0.02, F(8, 182) = 0.54, 
p = .829, as well as no interaction effect of type of agency and level of 
expertise, V = 0.08, F(16, 366) = 0.96, p = .505, on the evaluation of the 
interaction partner Brad, the general evaluation of the interaction with 
Brad, and future contact intentions. Consequently, H5a, H5b and H5c 

Table 1 
Descriptive statistics of the main dependent variables by type of agency.   

Type of agency  
Avatar (N =
66) 

Virtual agent 
(N = 64)  

Agent representative 
(N = 65)  

M SD M SD M SD 
Agency 
Sense of agency 2.73 0.76 2.44 0.77 2.38 0.61 
Attribution of blame 
Self 3.53 0.98 3.73 0.93 3.82 0.94 
Software 2.35 1.14 2.10 0.96 2.05 0.91 
Person(s) behind 

software 
2.44 1.21 2.02 0.95 2.17 1.05 

Affect 
Positive affect 2.58 0.84 2.79 0.89 2.86 0.82 
Negative affect 3.06 0.87 2.65 0.77 2.74 0.89  
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are not supported. 

4.4. Additional analyses of facial expressivity 

For a broader understanding, videos of the US subsample were 
analyzed for facial expressivity using the computer-based video classi
fication algorithm FACET. Means for overall amount of expressivity 
were compared between conditions. There was no significant main ef
fect of type of agency, F(2, 87) = 0.19, p = 830, ηp

2 = .00, nor of the level 
of expertise, F(1, 87) = 0.06, p = .807, ηp

2 = .00. There was also no 
interaction effect of type of agency and level of expertise, F(2, 87) =
1.60, p = .208, ηp

2 = .04. 

5. Discussion 

More and more tasks are delegated to machines to support and 
relieve humans (Gogoll and Uhl, 2018; Mosier et al., 1997), e.g., in form 
of automated negotiator (de Melo et al., 2018), phone call, and bidding 
systems. These autonomous technologies act on behalf of a human and 
thus constitute a mix of a computer-controlled and person-instructed 
agent. Therefore, research on how people perceive and react to this 
form of technology is highly relevant. This study explored whether and 
how people’s perceptions and reactions differ when they are supposedly 
interacting with an avatar, virtual agent, or agent representative with an 
either high or low level of expertise. This was examined by exploring 
differences in reactions towards negative feedback in form of perceived 
agency, attribution of blame, and negative affect. 

5.1. Type of agency: Avatar vs. virtual agent 

Findings of various studies indicate differences between interactions 
with person-controlled avatars and computer-controlled virtual agents 
(e.g., Bailenson et al., 2003; Blascovich et al., 2002; Gratch et al., 2016; 
Lucas et al., 2014). Results of this study indicated on a marginally sig
nificant level that an avatar controlled in real-time by a person is 
perceived to possess more agency and elicits people to attribute more 
blame to the person(s) behind the software than a virtual agent fully 
controlled by an autonomous computer program. Although differences 
are rather small, an avatar is perceived to have more control over its 
actions and consequently more responsibility for the actions is ascribed 
to it. 

Previous literature confirms that responsibility is connected to 

agency – a person decides to act in a certain way which has an effect on 
the person’s environment and for which the person is then responsible 
(Coeckelbergh, 2020). However, in addition to causality, other factors 
contribute as well, such as knowledge or foreseeability, intention as well 
as coercion or rather voluntariness (Coeckelbergh, 2020; Mao and 
Gratch, 2003). In accordance with Weiner (1995), causality and coer
cion are determinants of responsibility, however, foreseeability and 
intention decide over the intensity of blame assigned to an actor (in case 
of negative behavior). Likewise, following the so-called Aristoteles 
approach, two conditions need to be met to assign full responsibility: the 
control-condition (having control over the action/causing the action) 
and the epistemic-condition (knowing/being aware of actions; Fischer 
and Ravizza, 1998). Against this background, it could be argued that 
responsibility and blameworthiness are only fully attributed to a real 
human since a computer program is perceived to be more constrained 
and to have less of a free choice over how to act. Humans are generally 
inclined to attribute failures to others rather than to themselves to 
protect their self-esteem (Blaine and Crocker, 1993; Bradley, 1978; 
Miller, 1976). This may further explain why people attribute blame to 
their interaction partner if there is a real person behind it who they can 
ascribe responsibility to. Since technologies lack necessary pre
conditions for responsibility such as freedom, consciousness, and fore
knowledge, humans need to be held responsible for what the technology 
does (Neri et al., 2020). This may explain why more agency and blame 
are attributed to an avatar than a virtual agent. That the virtual agent’s 
behavior was developed and/or programmed by (a) person(s) at some 
point appears to be neglected. Previous research shows that people do 
not think about the programmer(s) and their intentions when interact
ing with a computer program (Sundar and Nass, 2000). However, effects 
were only marginally significant and thus need to be interpreted with 
caution. 

Furthermore, people who thought they interacted with an avatar 
compared to a virtual agent reported more negative affect. Thus, inter
acting with a rude person affects people’s mood in a more negative way 
compared to interacting with a rude virtual agent. An explanation could 
be that the impoliteness is perceived as hostility which is worse coming 
from a person than from a computer. According to Baumeister and Leary 
(1995), to be accepted, liked, and included by others is a fundamental 
human need. Even stronger than this need to belong is people’s aversion 
to rejection and the distress it is accompanied by (Leary, 2001). The 
sociometer theory by Leary and Baumeister (2000) describes how peo
ple monitor other people’s reactions towards them and how negative 

Fig. 2. Sense of agency, blame attribution to person(s) behind the software, and negative affect divided by type of agency.  
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affect is triggered when relational deficiencies or signs of hostility are 
detected. Hostility can be seen as interpersonal devaluation which is the 
case when the interaction partner regards the relationship as worthless 
or even assigns a negative value to it (Leary, 2001). Brad’s behavior in 
the current study, which involved exclusively harsh, negative feedback 
and degrading comments, likely conveyed hostility and relational 
devaluation. This in turn would explain participants’ negative emotional 
reactions which did not occur in such a strong manner with a computer 
interaction partner. The reason may be that hostility by a person con
veys social and relational meaning which a hostile computer program 
does not. 

Another explanation could be that negative feedback from a com
puter program is simply perceived as objective evaluation of the per
formance. In general, people do not expect a computer to have or express 
personal feelings (Ezer et al., 2009; Horstmann and Krämer, 2019). 
Consequently, the way a computer program gives negative feedback 
may be perceived as programmed or instructed and not as hostility and 
personal devaluation which would be the case with another person 
controlling an avatar. 

5.2. Type of agency: Virtual agent vs. agent representative 

In this study, the focus lays on a special form of computer agent 
called agent representative. Agent representatives are supposed to 
represent a person by acting on instructions which the person specified 
beforehand to be adequately represented (de Melo et al., 2018). Since 
agent representatives are autonomous computer programs acting on the 
instructions of a real person, the categories person and computer 
increasingly blur. This makes it so interesting to examine how reactions 
to agent representatives compare to how people react to another person 
or to a computer agent. Previous research addressed the question how 
people would instruct an agent representative to behave on their behalf 
(de Melo et al., 2018; Mell et al., 2018). Closing a gap, this study focuses 
on the other side: how people who interact with another person’s agent 
representative perceive and react to this agent. 

Results of this study show that people attribute more agency to an 
avatar than to an agent representative. This can be simply explained by 
the fact that the agent representative acts upon fixed instructions and 
thus is constrained in its scope of actions (Fischer and Ravizza, 1998; 
Weiner, 1995). The avatar is controlled in real-time and thus less con
strained and more flexible to react to the current situation. No signifi
cant difference regarding agency was found between agent 
representative and virtual agent. This indicates that both forms are 
perceived as constrained, to a person’s instructions or its programming. 

Regarding blame attribution, there was no difference between the 
agent representative and the avatar as well as the virtual agent. 
Descriptive values show that the least amount of blame was attributed to 
the person(s) behind the software in case of a virtual agent and most 
with an avatar. The agent representative was found in the middle with 
no significant difference to either one of the other two forms. These 
results indicate that with the agent representative, people were either 
divided or undecided regarding the question who or what is responsible 
for the agent representative’s behavior. An explanation could be that by 
using a third-party representative people neither attribute blame to the 
agent representative nor to the person who instructed the agent to act 
this way, but rather that blame is deflected (Bivins, 2006; Royzman and 
Baron, 2002). Certain aspects such as agency, followed by responsibility 
and blame, may only be attributed to real persons and may not be 
representable by a computer agent. Furthermore, it is noteworthy that in 
general blame appears to be predominantly attributed to oneself and to a 
lesser extent to the software or person(s) behind the software. Therefore, 
people seem to blame themselves most for their performance regardless 
of the type of agency controlling their interaction partner. 

In line with the other results, no significant difference regarding 
participant’s negative affect was found between agent representative 
and virtual agent and only a marginally significant difference between 

agent representative and avatar. The avatar elicited the most negative 
affect which may be because impolite criticism coming from a person is 
perceived more personal than coming from a computer program (Bau
meister and Leary, 1995; Ezer et al., 2009; Horstmann and Krämer, 
2019). This is followed by the agent representative (with a marginally 
significant difference), probably since the impoliteness is still coming to 
some extent from a person, although only transferred via instructions 
and not in real-time. The virtual agent elicits the least amount of 
negative affect, likely because here the negative feedback is not 
perceived as coming from a person at all (neither in real-time nor in form 
of instructions; programmers are neglected; Sundar and Nass, 2000). 
However, since there were only small differences between the condi
tions, they need to be interpreted with great caution. 

5.3. Level of expertise: High vs. low expertise 

Another dimension considered in this work is the expertise of the 
source since this may affect the perception of the feedback and people’s 
reactions to it (Bannister, 1986). In the past, feedback from a source with 
high expertise and rich experience was found to be more acceptable and 
convincing (Berlo et al., 1969; Fogg, 2002; Hovland et al., 1953). 
Therefore, negative feedback should be evaluated as more appropriate 
and thus as more positive when an expert tutor gives it compared to a 
peer study partner with low expertise. 

In contrast to our assumptions, expertise by itself and in interaction 
with the type of agency had no significant effect on participant’s attri
bution of blame and their affective state. A contextual explanation could 
be the one-sided structure of the interaction with Brad. Brad was the one 
questioning and criticizing the participants which may have conveyed 
the impression of a hierarchic as well as knowledge-based gap between 
the participant and Brad. This may have transferred more power to Brad 
regardless of Brad’s advertised level of expertise (Emerson, 1962). 
Furthermore, responsibility is rather attributed internally with a person 
of high status and externally with a person of low status (Thibaut and 
Riecken, 1955). Thus, in case of unpleasant behavior, more blame might 
have been attributed to an interaction partner with high expertise 
compared to low expertise. However, since negative feedback by a high 
expertise tutor might be accepted more, this may have counteracted the 
attribution of blame leading to non-significant differences between the 
interaction partners with low and high expertise. 

Another explanation could be that in all conditions, Brad only asked 
questions and made mean comments, but never explained what exactly 
was wrong about the participant’s answers and what the right answers 
would be. Thus, Brad did not act like an expert tutor as which he was 
portrayed in the high expertise conditions, which may have caused 
participants to question Brad’s expertise. This goes in line with Rick
enberg and Reeves (2000) who emphasize the great significance of an 
agent’s behavior during an interaction for the subsequent evaluation of 
this agent. For instance, a study showed that a robot’s interaction skills 
predominantly determine how this robot is evaluated, while a previous 
description of this robot only plays a subordinate role (Horstmann and 
Krämer, 2020). Against this background, it is possible that the expert 
tutor was not perceived to have significantly more expertise than the 
study partner. This reasoning is supported by the task attractiveness and 
competence measurements, which also show no significant differences 
between the two expertise levels. 

5.4. Interaction partner and interaction evaluation, contact intentions, 
and facial expressivity 

Neither type of agency nor level of expertise nor the interaction of 
the two factors had an influence on the evaluation of the interaction 
partner and the interaction as well as on future contact intentions. An 
explanation may be that the explicitly negative behavior of the inter
action partner was so overwhelming that participants evaluated the 
partner as well as the interaction negatively not taking the partner’s 
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agency and expertise into account. This goes in line with previous 
research emphasizing the strong effects that the behavior of a non- 
human interaction partner has on people which may overshadow pre
viously given descriptions (Horstmann and Krämer, 2020; Rickenberg 
and Reeves, 2000). Most likely, this also explains why additional ana
lyses of the facial expressivity in the US participant videos revealed no 
significant differences between the different types of agency. Overall, 
these are valuable findings since it suggests that people evaluate their 
interaction partner based on what they are experiencing with them. Who 
or what is controlling the interaction partner’s behavior and the part
ner’s level of expertise appear to be neglected. 

5.5. Limitations and future research 

One limitation of the study is that the main dependent variables of 
the study were self-reported. Considering also behavioral measurements 
could bring further insights, for example regarding verbal and non- 
verbal expressions of anger and frustration as well as reciprocity and 
retaliation behaviors. Another aspect which needs to be mentioned is 
that about 26 participants failed the manipulation check regarding the 
type of agency indicating that they were not able to recall with whom or 
what they were told to be interacting with at the beginning. However, 
the manipulation check occurred at the end of the experiment which 
might have contributed to these recall failures. Manipulations were 
reinforced several times (written and orally) which gives us the confi
dence that during the interaction people were aware of with whom or 
what they supposedly interacted with. In future studies, the manipula
tions may also be reinforced during the interaction and manipulation 
checks should occur earlier. In addition to the manipulation checks after 
the manipulations, in future studies people’s impression of their inter
action partner should also be assessed after the interaction took place 
since the behavior may have an altering effect. Besides that, to reinforce 
the manipulation of the interaction partner’s expertise, visual cues were 
used (glasses and suit for high expertise; button-down shirt and no 
glasses for low expertise). Together with the assigned roles, this may as 
well have conveyed other influencing aspects than expertise, such as 
status or formality. 

Furthermore, comparing the effects of negative feedback, as exam
ined in this study, with neutral and positive feedback as well as the 
consideration of different contexts and environments and long-term ef
fects would deliver further insights. A learning situation may particu
larly constitute a situation where people tend to blame themselves the 
most, as our results suggest as well. Therefore, it would be interesting to 
shift the experimental setting to a situation with a higher focus on 
attributing blame to an interaction partner. Nevertheless, we would like 
to emphasize that this study employed an elaborate study design using 
the wizard of oz technique (Dahlbäck et al., 1993) to ensure an imple
mentation of a convincing interaction and consequently a more realistic 
evaluation of the (artificial) interaction partner. We further would like 
to highlight the study’s sample composition with mixed backgrounds 
regarding education and employment status, but also regarding culture 
with a half German, half US-American sample, which enhances the 
generalizability of the results. 

6. Conclusion 

The current study presents novel insights in the field of autonomous, 
computer-controlled agents, which follow the instructions of a specific 
person in a certain situation and thus represent a mix of a computer- 
controlled but person-instructed interaction partner. Results of this 
study demonstrate some small but noteworthy differences between an 
agent representative, an avatar, and a virtual agent interaction partner. 
In the avatar-conditions, people rather attributed agency and blame to 
the person(s) behind the software, which was less the case with an agent 
representative and the least with a virtual agent. The effects on people’s 
affective state reflect this pattern: the most negative affect was reported 

when people interacted with an avatar, followed by an agent represen
tative. The least negative affect was reported with a virtual agent. In 
sum, the results of this study partly confirm, but also extend previous 
insights regarding the perception of agent representatives as mix form 
by showing that there are small but plausible differences regarding 
attribution of agency and blame as well as people’s affect, but no dif
ferences in the evaluation of the interaction partner and the interaction 
in general. Consequently, when designing computer agents to represent 
persons in certain situations it needs to be kept in mind that on a 
cognitive level, blame is neither clearly attributed to the person who 
gave the instructions on how to behave nor to the agent representative 
performing the behavior. This poses the danger of people escaping their 
responsibility and acting in an unethical way through their agent rep
resentatives. However, people are still affected by rude, negative 
behavior by an agent representative. Accordingly, some restrictions 
should be implemented by HCI designers with regard to the instructions 
people can give to their agent representative so that certain norms of 
polite social interactions are always maintained. Furthermore, to keep 
people constantly aware of who or what is controlling their virtual 
interaction partner’s behavior, this information should be repeated and 
emphasized by the virtual interaction partner throughout the interaction 
(e.g., “I was instructed by … to say…”). 
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Nijholt, A., Vilhjálmsson, H.H. (Eds.), Intelligent Virtual Agents: Proceedings of the 
9th International Conference on Intelligent Virtual Agents - IVA ‘09. Springer, 
pp. 159–165. https://doi.org/10.1007/978-3-642-04380-2_19. 

Horstmann, A.C., Bock, N., Linhuber, E., Szczuka, J.M., Straßmann, C., Krämer, N.C., 
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psychological aspects of human-machine-interaction (espe
cially social effects of robots and virtual agents) and computer- 
mediated-communication (CMC). She heads numerous projects 
that received third party funding. She served as Editor-in-Chief 
of the Journal of Media Psychology 2015–2017 and currently is 
Associate Editor of the Journal of Computer Mediated 
Communication (JCMC). 

A.C. Horstmann et al.                                                                                                                                                                                                                          

http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0057
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0057
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0057
https://doi.org/10.1037/h0034225
https://doi.org/10.1146/annurev.ps.31.020180.002325
https://doi.org/10.1007/978-3-642-13437-1_8
https://doi.org/10.1007/978-3-319-67401-8_29
https://doi.org/10.1007/978-3-642-25691-2_9
https://doi.org/10.1080/10919399209540190
https://doi.org/10.1080/10919399209540190
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0064
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0064
https://doi.org/10.1016/S0065-2601(00)80003-9
https://doi.org/10.1016/S0065-2601(00)80003-9
https://doi.org/10.1109/ROBOT.2005.1570532
https://doi.org/10.1109/ROBOT.2005.1570532
https://ai.googleblog.com/2018/05/duplex-ai-system-for-natural-conversation.html
https://ai.googleblog.com/2018/05/duplex-ai-system-for-natural-conversation.html
https://doi.org/10.1016/j.chb.2014.04.043
https://doi.org/10.1006/jesp.1996.1314
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0070
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0070
https://doi.org/10.1007/978-3-540-39396-2_8
https://doi.org/10.1007/978-3-540-39396-2_8
https://doi.org/10.1080/03637757409375845
https://doi.org/10.1080/10510978109368075
https://doi.org/10.1080/10510978109368075
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0074
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0074
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0074
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0074
https://doi.org/10.1037/0022-3514.34.5.901
https://doi.org/10.1207/s15327108ijap0801_3
https://doi.org/10.1207/s15327108ijap0801_3
https://doi.org/10.1006/ijhc.1996.0073
https://doi.org/10.1111/0022-4537.00153
https://doi.org/10.1111/j.1559-1816.1999.tb00142.x
https://doi.org/10.1111/j.1460-2466.1996.tb01477.x
https://doi.org/10.1111/j.1460-2466.1996.tb01477.x
https://doi.org/10.1007/s11547-020-01135-9
https://doi.org/10.1007/s11547-020-01135-9
https://arxiv.org/pdf/2008.09100
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0083
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0083
https://doi.org/10.1145/332040.332406
https://doi.org/10.1016/j.chb.2014.01.004
https://doi.org/10.1016/j.chb.2014.01.004
https://doi.org/10.1023/A:1019923923537
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0087
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0087
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0087
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0087
https://doi.org/10.1177/009365000027006001
https://doi.org/10.3389/fpsyg.2017.01552
https://doi.org/10.1111/j.1467-6494.1955.tb01178.x
https://doi.org/10.1111/j.1467-6494.1955.tb01178.x
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0091
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0091
https://doi.org/10.1016/j.chb.2010.06.012
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0093
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0093
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0093
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0094
http://refhub.elsevier.com/S1071-5819(21)00101-4/sbref0094
https://doi.org/10.1037/h0022287
https://doi.org/10.1037/h0022287
https://doi.org/10.1109/ROMAN.2016.7745228
https://doi.org/10.1109/ROMAN.2016.7745228

	I just wanna blame somebody, not something! Reactions to a computer agent giving negative feedback based on the instruction ...
	1 Introduction
	1.1 Research aim

	2 Theoretical background
	2.1 Type of agency: Person-controlled avatar vs. computer-controlled virtual agent
	2.2 Type of agency: Agent representative vs. avatar and virtual agent
	2.3 Level of expertise: High vs. low expertise
	2.4 Interaction effects of type of agency and level of expertise

	3 Method
	3.1 Sample
	3.2 Experimental procedure
	3.3 Measurements
	3.3.1 Sense of agency
	3.3.2 Attribution of blame
	3.3.3 State of mood
	3.3.4 Evaluation of the interaction partner Brad
	3.3.5 Interaction evaluation
	3.3.6 Contact intentions
	3.3.7 Further assessments
	3.3.8 Manipulation checks


	4 Results
	4.1 Manipulation checks
	4.2 Sense of agency, attribution of blame and negative affect
	4.3 Interaction partner and interaction evaluation as well as future contact intentions
	4.4 Additional analyses of facial expressivity

	5 Discussion
	5.1 Type of agency: Avatar vs. virtual agent
	5.2 Type of agency: Virtual agent vs. agent representative
	5.3 Level of expertise: High vs. low expertise
	5.4 Interaction partner and interaction evaluation, contact intentions, and facial expressivity
	5.5 Limitations and future research

	6 Conclusion
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Acknowledgements
	References


